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Abstract
Computer systems have changed significantly in the past decades and this means that MIS research instruments developed when

surveying users of legacy systems could be out-of-date. However, these instruments are often considered stable. We undertook an

empirical exploratory investigation of the unidimensionality of the computer playfulness scale because several academics had

reported inconsistent item loadings that they could not explain. As a result of our investigation, we concluded that the original

computer playfulness construct consists of two correlated but distinct factors when administered to today’s IS users. Negatively

worded items had no impact on the properties of the scale. Temporal structural stability was hypothesized as an explanation of the

observed shift in this construct’s psychometric properties.
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1. Problem statement

MIS researchers and practitioners rarely come across

a study that fails to achieve its purpose or invalidates a

previously supported theory that has been considered a

standard. In most journals, a successful application of

existing models, methodologies, and instruments is

required for paper acceptance. Editors seem reluctant to

accept papers that invalidate well-established princi-

ples, and reviewers tend to attribute failures to poor

study designs [14,23]. Poor study design, however, is

not the only source of misfit of well-established

research models and instruments.
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Contemporary literature in reference disciplines

such as sociology often reports on the temporal

structural instability of measures. This is in line with

the holistic construal of construct validation that

suggests it is impossible to find measures that do not

vary over time and across contexts [4].

Interpretation of multiple time-point data has a long-

standing tradition [28]. For example, the Journal of

Sociological Methods and Research devoted an entire

issue to the investigation of the reliability and stability

of survey items over time [5]. One of the early

conceptualizations of this phenomenon is a model for

the instability assessment of a variable observed at

multiple points in time. It suggests that a variable

consists of two components: the true variable score and

a random error. The true score is an additive function of

two components: the true score at the previous point

in time and the disturbance score representing item
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temporal instability. Also, indicator reliability may vary

when the same instrument is administered to different

populations [29]: the structural stability of a survey

instrument may depend on the period of time when the

survey took place and the subject population.

There is also a question of the temporal stability of

psychological measures. Although personality traits are

considered generally stable [17], their intensity may

vary over a person’s lifespan [19], e.g., young people

exhibit a lower degree of trait stability, and some traits

have a higher degree of temporal stability than the

others [9]. Further, the same survey instrument

administered to two dissimilar populations may

produce different factor structures [6].

At least five mechanisms are believed to affect trait

consistency over time: genetics, identity structure,

psychological factors, the environment, and person–

environment interactions [20]. Out of these, the

environment and person–environment interactions

matter because they may influence the individual traits

of computer users. A stable environment usually leads

to a high level of trait consistency whereas a changing

environment results in long-term modification of traits

[18]. Person–environment transactions affect traits

because people tend to modify their personalities to

fit their new environments.

The environment has changed for software users; the

software industry has undergone dramatic changes from

simple DOS-based applications to virtual reality

environments. Therefore, it may be presumed that

changes in the computing field might affect people’s

computer-related traits. Individuals who employed

older computer systems and today’s users may be

two distinct populations exhibiting different computer-

related traits. As such, structural instrument stability,

also termed factorial invariance, could be compromised

if the same standardized scale is administered to

different subgroups. Hence, some MIS research instru-

ments may need to be updated to reflect changes.

It has been found, though, that scales developed in

the 1980s are generally as reliable as contemporary ones

[8]. However, reliability is not sufficient for determining

unidimensionality or other facets of validity. Overall,

little is known about the temporal structural stability of

most MIS scales.

In our investigation, temporal structural stability was

assumed to be an explanation for changes in the

psychometric properties of a well-known MIS research

instrument: the computer playfulness scale (CPS) [27].

The initial study clearly established its validity. A

number of follow-up projects seemed to support these

conclusions. However, when the short version of the
original computer playfulness questionnaire was used,

it was found that three out of the seven items had

somewhat lower loadings [22]. An analogous problem

with the factor structure was reported in another

independent investigation [21]. Woszczynski [30]

documented a similar dilemma in her doctoral

dissertation. Three US professors stated that they had

to exclude the CPS from three of their publications

because item loadings were low and inconsistent, and

another reported the existence of two factors instead of

one. None of them could explain this discrepancy, but

all these studies were conducted after 1999, whereas the

computer playfulness instrument was developed by

investigating users of older software environments in

the late 1980s. The purpose of our study was to

understand this phenomenon by conducting an explora-

tory investigation of the current dimensionality of the

CPS.

To accomplish our task, we conducted a systematic

literature review of journal publications that reported

the use of the CPS and conducted an empirical

investigation of the factor structure of the instrument

and its predictive validity.

2. Computer playfulness

Computer playfulness explains an individual’s

tendency to interact spontaneously, intensively, openly,

creatively, and imaginatively with computers. It

emerged from the body of research on play. Playfulness

is an appropriate construct in the study of human–

computer interactions because computers are relatively

easy to use, provide quick responses, offer personaliza-

tion, and incorporate playful features such as multi-

media, graphics, and animation. It was originally

operationalized as a trait, expected to be relatively

stable over time; in our study, it was also. When the

scale was developed, evidence was provided for the

construct reliability and validity by conducting five

independent studies with over 400 participants. How-

ever, recently, confirmatory factor analysis of the CPS

revealed that a number of item loadings were lower than

that frequently accepted (a threshold of 0.7) (see

Table 1).

Loadings above 0.71 are considered excellent, 0.63

very good, 0.55 good, 0.45 fair, and 0.32 poor [24]. The

loadings in the studies were generally considered ‘very

good’, but there were items which may be only ‘fair’. A

subsequent exploratory factor analysis resulted in the

emergence of two factors (principal component analysis

was applied with an eigenvalue criterion of one,

unspecified number of factors). These observations
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Table 1

CPS item loadings in three recent studies

Item Serenko [21], n = 75 Serenko et al. [22], n = 237 Woszczynski [30], n = 127

CPS1-spontaneous 0.568 0.572 0.513

CPS2-unimaginative 0.883 0.756 0.616

CPS3-flexible 0.692 0.62 0.725

CPS4-creative 0.832 0.809 0.716

CPS5-playful 0.601 0.516 0.593

CPS6-unoriginal 0.883 0.732 0.869

CPS7-uninventive 0.871 0.752 0.857
suggested that the CPS might no longer be unidimen-

sional.

3. An analysis of prior CPS studies

A search of the social sciences citation index

was done to find published works that utilized the

CPS. Eighty-one articles were identified that cited

the original paper on scale development. Out of

these, 74 only cited the paper or used a modified

scale, while seven applied the seven-item original

version. Table 2 presents the results, which appear

ambiguous.

One study (i.e., [26]) demonstrated CPS validity but

two (i.e., [1,10]) reported item loadings that fell below

the threshold of 0.71 for ‘excellent’ factor loading, and

one project (i.e., [12]) had an item loading below the

‘poor’ threshold. Overall, an ‘ideal’ item should explain

at least 50% of construct variance and yield loadings

above 0.7. The validity of the findings of two other

papers (i.e., [16,31]) may not have been interpreted

adequately, because their sample sizes failed to meet the

required threshold of 70 (10 times the largest number of

indicators, with CPS having 7). Altogether, these

studies neither supported nor refuted the validity of

the psychometric properties of the instrument. There-

fore, additional empirical evidence needed to be

obtained.
Table 2

Studies that applied the CPS

Paper n Analysis Lowest item

Agarwal and Prasad [1] 175 CFA 0.63

Atkinson and Kydd [3] 78 Linear regression NA

Dijkstra [10] 73 EFA 0.66

Hackbarth et al. [12] 116 CFA 0.31

Potosky [16] 56 CFA 0.71

Venkatesh [26] 246 CFA 0.70

Yager et al. [31] 49–62 CFA 0.62
4. Empirical investigations

4.1. Effect of negatively worded items

The incorporation of negatively worded items is

intended to serve as a way of making subjects respond in

a more controlled way. This reduces common method

bias in self-reporting [15]. However, negatively worded

items may generate arti-factors that affect the validity of

a presumably unidimensional construct [13]. In order to

test whether lower item loadings of the CPS emerged

because of negatively worded items, three questions

(unimaginative, unoriginal, and uninventive) were

rewritten to be positive (imaginative, original, and

inventive). Two survey instruments were then created—

one that included both positive and negative items (four

positive and three negative), and another with seven

positive items. In addition, every instrument presented

the personal innovativeness in IT scale (PIIT) and two

demographic questions. The PIIT construct was chosen

because it is similar to the CPS—it assesses personality

traits-related to IT usage. Questionnaires were admi-

nistered to 237 4th year undergraduate and graduate

students of a North American university as part of

another project, and 132 questionnaires were adminis-

tered to a different sample from the same population for

our study. The order of the questionnaires was

randomized.
loading Notes

The loadings of three items were below 0.7

No factor validity assessment was done

The loading of one item was below 0.7

The loadings of five items were below 0.7

The sample size is below the minimum threshold of 70

No problem reported

The sample size is below the minimum threshold of 70
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Table 3

Comparisons of positive and negative items

Wording Mean Standard t-Value Significant

CPS1 Spontaneous 4.87 1.28 0.174 0.862

Spontaneous 4.84 1.28

CPS2 Imaginative 4.79 1.44 0.659 0.511

Unimaginative 4.89 1.37

CPS3 Flexible 5.58 1.23 0.661 0.509

Flexible 5.49 1.24

CPS4 Creative 5.49 1.23 0.310 0.757

Creative 5.45 1.25

CPS5 Playful 5.38 1.21 0.130 0.897

Playful 5.40 1.25

CPS6 Original 4.74 1.28 0.293 0.769

Unoriginal 4.78 1.27

CPS7 Inventive 4.81 1.36 0.230 0.817

Uninventive 4.78 1.33

Table 5

PFA—only positive items

Factor

1 2

CPS1 0.159 0.570
CPS2 0.534 0.343

CPS3 0.081 0.768
CPS4 0.470 0.472

CPS5 0.156 0.403
CPS6 0.900 0.093

CPS7 0.799 0.192
Overall, 369 usable responses were obtained. Of

these, 187 questionnaires had both positive and negative

items and 182 had only positive. In order to analyze

whether negative item wording had an impact on the

psychometric properties of the instrument, three tests

were conducted. The first test identified differences in

the means of positive and negative items. For this, an

independent sample t-test was conducted for each

questionnaire item. As Table 3 shows, there are no

statistically significant differences in the means of items

CPS2, CPS6, and CPS7. Thus positively and negatively

worded items produced similar means.

The second test analyzed and compared factor

structures produced by the two sets of data: (a)

containing positive and negative items and (b) contain-

ing only positive. For this, PFA with Varimax rotation

was performed individually on each dataset with

unspecified number of factors. With respect to the

former dataset, two factors were extracted that

explained 60.4% of the variance with eigenvalues of

3.04 and 1.19, for factors 1 and 2 respectively (see

Table 4). Note that CPS4 loaded almost equally on both
Table 4

PFA—positive and negative items

Factor

1 2

CPS1 0.102 0.502
CPS2 0.444 0.402

CPS3 0.123 0.662
CPS4 0.488 0.496

CPS5 0.165 0.445
CPS6 0.916 0.090

CPS7 0.763 0.247
factors. The dataset with only positively worded items

also consisted of two factors that explained 62.2% of the

variance with eigenvalues of 3.08 and 1.27 for factors 1

and 2, respectively (see Table 5).

The third test compared the reliability of the scale

with both positive and negative items to that with only

positive ones; the Cronbach’s alpha coefficients were

0.775 and 0.783, respectively. Therefore, these scales

behaved reliably and generated similar reliability

scores.

This demonstrated that the negatively worded

computer playfulness questionnaire items did not have

any impact on the instrument’s psychometric properties.

4.2. Dimensionality assessment

Lower item loadings may occur because the variance

that each indicator shares with the others does not

entirely relate to a specific construct—there may be

other unspecified latent variables capturing a significant

proportion of the uncommon variance of several items.

When there is a significant lack of unidimensionality,

the conclusions may be unwarranted, unreliable, biased,

or unstable [11]. Therefore, it was important to re-

examine the dimensionality of the CPS.

Five hundred and seventy-one data points from four

independent studies were pooled to assess the CPS

dimensionality. Ten observations with missing data

were excluded, and thus the final sample size was 561.

Table 6 gives the data sources and descriptions.

Cronbach’s alpha of this dataset was 0.83, an acceptable

level of reliability. However, this high reliability

coefficient does not warrant unidimensionality. All

the studies utilized the PIIT scale, and no PIIT

dimensionality problems were observed.

A preliminary assumption of PFA is that variables

have linear relationships with one another and the

factors. Because Likert-type scales with seven discrete

scores were used, the observations were jittered (a small

amount of noise was added to the discrete values) [7],
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Table 6

Data source and description

Source n Subjects Sex (M%/F%) Average age

Serenko [21] 75 Users of an agent-based technology 80/20 43

Serenko et al. [22] 237 University students 58/42 25

Woszczynski [30] 127 University students 43/57 22

Present study 132 University students 60/40 25
and the relationships between the items were plotted in

a scatter-plot matrix. The plots demonstrated some non-

linear relationships and skewed distributions. Given that

the CPS items did not have units of measurement, it is

reasonable to transform them to linear relationships

without impacting interpretability. An estimation of the

required multivariate unconditional power transforma-

tions to multi-normality by the method of maximum

likelihood yielded an optimal transformation vector.

This vector of powers was used for transforming the

observations using the Box-Cox power transformation

[2]. A visual inspection of the obtained scatter-plot

matrix revealed two key observations: all items were

relatively normally distributed and relationships among

the items were reasonably linear. Therefore, the

transformed data were appropriate for factor analysis.

PFA with no rotation was applied to the transformed

dataset of 561 observations, with a Kaiser Criterion of

eigenvalues greater than one. The analysis yielded two

factors with eigenvalues of 3.60 and 1.12, respectively.

The first captured 51.4% of the variance and the second

captured an additional 15.9%, together explaining about

two-thirds of the variance. The factor structure for the

entire dataset was similar to the factor structures

observed in the individual studies. Items CP2, CP6, and

CP7 seem to be different from the rest of the items, since

they have negative loadings on factor two (see Table 7).

It is reasonable to assume that these two factors are

correlated. The factors were previously considered to be

a single factor, and all seven items were believed to be

consistent. Thus, some correlation is expected between
Table 7

Principal factor analysis—unrotated solution

Factor-loadings Factor-items

1 2 1 2

CPS1 0.613 0.375 Spontaneous

CPS2 0.756 S0.281 Unimaginative

CPS3 0.647 0.487 Flexible

CPS4 0.791 0.112 Creative

CPS5 0.582 0.495 Playful

CPS6 0.780 S0.480 Unoriginal

CPS7 0.810 S0.414 Uninventive
the emerging factors. Also, the clustering of the items in

the non-rotated factor plots indicated that the orthogo-

nal axis system might not be the best fit. A principal

factor analysis procedure with oblique rotation (PRO-

MAX, Kappa = 4) was applied to the data in order to

enable correlation between the factors. Again, two

appeared. The first captured 45.7% of the variance in the

data and the second captured an additional 10.1%.

Altogether, a reasonable portion of the variance was

captured by the two factors. Table 8 presents the pattern

matrix of the oblique solution.

The correlation between the two factors that emerged

was 0.60. Overall, we felt that the obliquely rotated

model accurately portrayed the relationships between

the constructs, and between the items and the

constructs. Fig. 1 presents the two-factor oblique model.

The PFA procedure illustrated that a two-factor

oblique model was superior to a single-factor con-

ceptualization of computer playfulness. However, there

might be an overarching playfulness construct (a

second-order factor) that drives the correlation between

the two factors: CPS-a and CPS-b. Second-order models

are often employed in various contexts, including MIS

[25]. To examine this option, a model-comparison

approach was taken, using the structural equation

modeling facilities of LISREL.

As such, four plausible structural models were a-

priori specified and tested.
� T
Ta

Pr

C

C

C

C

C

C

C

he first assumed that all seven CPS items loaded on a

single factor.
ble 8

incipal factor analysis with oblique rotation

Factor

1 2

PS1 0.065 0.540
PS2 0.557 0.207

PS3 �0.106 0.801
PS4 0.270 0.566
PS5 �0.019 0.600
PS6 0.986 �0.126

PS7 0.866 0.015
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Fig. 1. Relationships between the constructs and the items.
� T
Ta

C

O

Tw

Tw

Se
he second proposed that CP2, CP6, and CP7 loaded

on one factor (CPS-a), and CP1, CP3, CP4, and CP5

loaded on another (CPS-b), and that these two factors

were orthogonal (did not correlate).
� T
he third used an identical loading pattern, but

allowed the factors to correlate (oblique). This was

identified in the PFA procedure.
� T
he final model assumed that two first-order factors

CPS-a and CPS-b, with the loading pattern of model

two and three, were reflective indicators of a single

second-order factor that had no indicators (see Table 9

for fit statistics).

The two-factor oblique model is superior because it

exhibits: the lowest chi-square over degrees of freedom

coefficient, the highest fit indices, and the lowest

RMSEA. Furthermore, the fit indices of this model met

most of the commonly used thresholds for good fit and

were consistently better than those of other models.

To assess the significance of the differences among

these models, the chi-square difference test was utilized

for a direct comparison of nested models, which

indicated the inferiority of the nested model. Then, a

90% confidence interval of the RMSEA was assessed

for all models including the non-nested ones. Non-

overlapping confidence intervals indicated a significant

difference.
ble 9

omparison of plausible computer playfulness factor structures

Chi-square d.f. Chi-square/d.f.

ne-factor model 308.8 14 22.1

o-factor orthogonal model 301.2 14 21.5

o-factor oblique model 100.6 13 7.7

cond-order factor model 160.3 14 11.5
Among the four tested models there were two pairs

of nested models:
1. T
G

0.

0.

0.

0.
he two-factor orthogonal model nested in the two-

factor oblique model (the orthogonal model can be

conceptualized as the oblique model with a constraint

on the inter-factor correlation equal to zero).
2. T
he single-factor model nested in the two-factor

oblique model, since the former may be considered to

be a two-factor oblique model with an inter-factor

correlation of one.

The chi-square difference of the first and second pair

is 208 and 200 with one degree of freedom, respectively.

The differences are significant ( p < 0.000) in both

cases. Therefore, it may be concluded that the two-

factor oblique model is significantly better than the two-

factor orthogonal model and the single-factor model.

This is further supported by examining the confidence

intervals of the RMSEA. The upper bound of the

RMSEA of the two-factor oblique model is smaller than

the lower bounds of the RMSEA of the two-factor

orthogonal model and the single-factor model.

A comparison of the confidence interval of the

second-order factor model with that of the two-factor

oblique model revealed a slight overlap. Nevertheless,

the majority of the confidence interval of the latter was
FI NFI CFI IFI RMSEA 90% C.I. RMSEA

84 0.81 0.82 0.82 0.22 (0.20, 0.24)

89 0.82 0.82 0.82 0.17 (0.15, 0.19)

95 0.94 0.95 0.95 0.11 (0.087, 0.13)

93 0.90 0.91 0.91 0.14 (0.12, 0.16)
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Fig. 2. Predictive validity model.
below the confidence interval of the former, and the

overlap was relatively minor. In addition, the fit indices

of the two-factor oblique model were consistently better

than those of the second-order factor model. It was

concluded that, although both models were viable, the

two-factor oblique model was superior to the second-

order factor and all other models.

4.3. Predictive validity

Because the computer playfulness scale was found to

currently consist of two distinct factors, the predictive

validity of each was investigated. For this, three

constructs: the original CPS, CPS-a (CPS2, CPS6,

and CPS7) and CPS-b (CPS1, CPS3, CPS4, and CPS5)

were linked to other well-established MIS factors:
Table 10

Predictive validity

Study Construct P

Serenko [21], n = 75 Original construct 0

CPS-a 0

CPS-b 0

Serenko et al. [22], n = 237 Original Construct �
CPS-a �
CPS-b �
perceived enjoyment (PE) perceived usefulness (PU),

and perceived ease of use (PEOU). Non-transformed

data were used in this analysis. Data for PE, PU, and

PEOU were collected as part of two other studies

[21,22]. The model (see Fig. 2) was tested by using PLS

Graph version 03.00. PLS was chosen because of the

small sample sizes of the individual studies (as low as

75). Jackknifing was done to derive t-statistics (see

Table 10). The results show that, in some cases, the

employment of different constructs generated different

structural relationships. This further demonstrated the

independence of both factors. The Pearson correlation

between PIIT and the original CPS, CPS-a, and CPS-b

were 0.60, 0.51, and 0.54, respectively, significant at

0.01 levels.

5. Discussion and conclusions

Our purpose was to re-explore the computer

playfulness scale because several recent studies had

reported on the inadequate psychometric properties of

the instrument. To accomplish this, a review of studies

utilizing the CPS instrument was conducted and an

empirical investigation completed. Overall, we con-

cluded that the original computer playfulness construct

represents two correlated yet distinct factors when

administered to today’s computer users.

We attempted to theoretically explain the obtained

two-factor structure. Items that load on CPS-b strongly

relate to the initial definition of playfulness (i.e.,

spontaneous, flexible, creative, and playful). Therefore,

this factor can be labeled ‘computer playfulness’. Items

that load on CPS-a refer to user resourcefulness, and are

more associated with the way people approach

computer-related problem solving (i.e., imaginative,

original, and inventive). This factor can be termed

‘interactive resourcefulness’ and defined as user

capability to challenge the traditional way of doing

things in human–computer interaction. Interactive

resourcefulness explains how people use their imagina-

tion, originality, and inventiveness to complete com-

puter-related tasks.
E PU PEOU

.33 ( p < 0.05) 0.24 ( p < .1) 0.24 (ns)

.23 (ns) 0.24 ( p < .1) 0.20 (ns)

.36 ( p < .05) 0.19 (ns) 0.248 (ns)

0.15 ( p < .05) 0.18 (ns) Not tested

0.10 (ns) 0.17 ( p < .01) Not tested

0.16 (ns) 0.13 (ns) Not Tested
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Today’s computer systems are fundamentally

different from those used 15 years ago when the

original scale was designed. In order to playfully use

older systems, users had to demonstrate a great degree

of interactive resourcefulness; they had to develop

innovative or original ways of performing computer

tasks. Therefore, if they demonstrated a high degree

of playfulness they must also have had a high degree

of interactive resourcefulness. In other words, the

dimensions of computer playfulness and interactive

resourcefulness correlated highly and assured the

unidimensionality of the construct in the past. In

contrast, users of contemporary applications are

presented with various playful facets, such as

animation, sound, two-way interaction, etc. Indivi-

duals do not have to look for ways to identify these

features in order to interact with computers playfully;

these features are readily available. Thus, for many

current software users, the dimension of playfulness

correlates more modestly with interactive resource-

fulness, affecting the unidimensionality of the

original computer playfulness construct. Overall, it

is believed that the structural stability of the CPS was

infringed upon by the introduction of new, playful

computing environments, which has resulted in

the shift in true scores of the CPS indicators over

time.

Given a variety of modern computer applications

available to a user, it may be assumed that people vary in

their usage of applications that require different degrees

of interactive resourcefulness. As such, computer

playfulness may become system-specific or environ-

ment-specific. If this is true, the entire concept of

computer playfulness as a stable trait may need to be

reconsidered. One potential solution is to measure

system- and environment-specific computer playfulness

traits.

It is proposed that not only computer playfulness, but

also other MIS research instruments may change their

structure over time and as such, should be revisited.

Instrument updating has been already taking place in

MIS research. For example, some items in TAM2 differ

from those utilized in the original TAM because these

questions are more relevant to contemporary systems.

By reading the latest empirical academic publications,

one may notice that some authors make adjustments to

some of the previously established and validated

instruments to reflect changes in the nature of users,

systems, or environments. This fact however has not

been clearly acknowledged in the literature, and thus we

call for further research on the revision and reconsi-

deration MIS instruments.
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